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Ubiquitous information 



Consciousness

1. Consciousness is the direct “experience” 
of the final information. 


2. It is the most direct fruition of a very 
structured kind of information, manifesting 
through different types of qualia (colours, 
sounds, tastes, smells, touches, somato-
sensations, pain, pleasure, sadness, 
happiness

The “hard” Problem (David Chalmers)
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Awareness as a kind 
of information

Awareness: 
“the feeling of the 

information processing”

awareness as “being the system”

definition of system to be given soon …
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must be 
coherent

Personal 
identity

the aware system is composite

awareness individuated by coherence

Awareness is
quantum
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theory: OPT



Operational probabilistic theory (OPT)
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OPT and the goal of Science
1. To connect “objective things happening” (events)


2. To devise a theory of such “connections” (systems)


3. To make predictions for future occurrences (predict joint 
probabilities of events depending on their connections).

OPT: methodologically fit, falsification-ready

Which events happen is objective
Systems are theoretical



Goal of the OPT

To provide a mathematical description of 
systems and events consistent with their 
composition rules, allowing to evaluate 
their joint probability distribution depending 
on the graph of connections
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An OPT is an Information Theory
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Operational probabilistic theory (OPT)

• Very general framework (compare with causal graphs and Tononi’s 
“integrated information theory”) 

• Mathematically formalised (compare with Tononi IIT) 

• Black-box device-independent approach:  

• Tools: tomography, separating sets, complementary observations, …
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12 CHAPTER 1. THE OPERATIONAL FRAMEWORK

sample space
event
event
outcome
network
connectivity rules

1.1. Test. A test is made of the following ingredients: a) a collection of possible
outcomes; b) some input systems; c) some output systems. It will be represented in
form of a box, as follows

A1

{Ai}
B1

A2 B2

The left wires represent the input systems, the right wires the output systems, and
{Ai} denotes the complete collection of possible outcomes.

We will use the collection {Ai}i2X to denote the test itself, and we will call the set X
sample space. It is often convenient to represent just a single outcome Ai, or, more
generally, a subset A ⇢ {Ai} of the collection of possible outcomes, i. e. what is
called an event, as follows

A1

A
B1

A2 B2

.

The number of wires at the input and at the output can vary, and one can have also
no wire at the input and/or at the output. For example in the Stern-Gerlach test we have
a single input wire and no output wire, and we can imagine the input wire as the particle
entering the apparatus, whereas we have no output wire since there will be nothing left
after the test, apart from the "# outcome. In the case of the beam splitter the input
and the output systems will be four modes of the e. m. field with different directions,
whereas there will be no outcome. In the case of the particle interaction, the input
and output systems are indeed the input and output particles, whereas the outcomes are
particle-events that we detect.

1.2. What are the events? Events are “things” that happen—such as thunders,
lightenings, particle tracks, scintillations on a cathodic screen, or life and death.1 We
distinguish between events and outcomes to emphasize the elemental nature of the
outcomes versus the set nature of events, in the sense that events are “sets of outcomes”,
or, viceversa, you can take disjoint events as outcomes themselves. Thus, synonymous
of outcomes are also “elementary” or “simple event”, or we can stress that an events
consists of more than one outcome by naming it “compound event”. An outcome/event
can be the result of an “experiment”, but the fact that it may or may not occur, does
not necessarily brings a probabilistic connotation, for example the fact that it happens
or not may only depend on what is connected to the wires. Moreover, we remind that
we can have the case of a single event, as in the example of the beam splitter, or in the
case of an interaction between particles.

1.3. Preview of the notion of “network”. In order to understand the intimate
meaning of the notion of test/event and of its box representation, we should imagine
the test inserted in its natural environment: the network. Here the box will be actually
connected to other tests/events as in Fig. 1.1. The different letters A,B,C, . . .A [event]

A [system]

{Ai}i2X [test]
labeling the wires will be used to denote different “types of system”. The meaning
itself of the word “system” ultimately comes from the following connectivity rules:

1The last two examples fit very well the case of the sort of the Schrődinger cat, in the famous paradox
about quantum measurements.

March 27, 2014 DRAFT
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OPT framework
joint probabilities + connectivity

Probabilistic 
equivalence classes

category theory: 
transformations  ➡ morphisms 
systems              ➡ objects 

OPT: strict monoidal braided category

transformation
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1.21. Operational probabilistic theory (OPT). An operational theory is specified
by a collection of systems, closed under parallel composition, and by a collection of
tests, closed under parallel/sequential composition and under randomization. The
operational theory is probabilistic if every test from the trivial system to the trivial
system is associated to a probability distribution of outcomes.

{ i}

A

{Aj}
B {Cl} C

{En}
D

{Gq}E F

{Dm}
G

H

{Bk}
L M

{Fp}
N

O P

Figure 1.3: A network made of tests.

Therefore an OPT provides us with the joint probabilities for all possible events in
each box for any closed network (namely which has no input and no output system)
as in Fig.1.3. Since the theory hence associates a joint probability to any or event of a
closed network, it will be convenient to represent the joint probability of events in a
closed network by the network itself, e. g.

p(i, j, k, l,m, n, p, q|circuit)

 i

A

Aj

B Cl
C

En

D

Gq
E F

Dm

G

H

Bk

L M

Fp

N

O P

1.22. Joint and marginal probabilities. One is seldom interested in the full joint
probabilities, but, more often, in probabilities of the following kinds:

a) the joint probability of having events Aj and Dm irrespective of all other events;

b) the probability of having event Dm conditioned on events Aj and  i and irre-
spective of all other events.

How we can calculate these probabilities from the full joint probabilities? Consider
case a). To evaluate the probability “irrespectively” on an event means to substitute
such event with the union of all possible events of the test, namely, in our case to
consider the marginalizations bB = [kBk, bC = [lBl, etc., namely the probability is

April 2, 2014 DRAFT

state effect

trivial system
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an electron, which both correspond to the same quantum system, i. e. the qubit. A
formal definition of the notion of operationally equivalent systems will be given in
the following.

Di↵erent tests can be combined in a circuit, which is a directed acyclic graph
where the links are the systems (oriented from left to right, namely from input to
output) and the nodes are the boxes of the tests. The same graph can be built up for
a single test istance, namely with the network nodes being events instead of tests,
corresponding to a joint outcome for all tests.

The circuit graph is obtained precisely by using the following rules.

Sequential composition of tests. When the output system of test {Cx}x2X and the
input system of test {Dy}y2Y coincide, the two tests can be composed in sequence as
follows

A
{Ax}x2X

B {By}y2Y
C =: A {Bx �Ay}(x,y)2X⇥Y

C

resulting in the test {E(x,y)}(x,y)2X⇥Y called sequential composition of {Cx}i2X and {Dy}y2Y.
In formulas we will also write E(x,y) := DyCx.

Identity test. For every system A, one can perform the identity test (shortly identity)
that “leaves the system alone”. Formally, this is the deterministic test {IA} with the
property

A
IA

A
C

B = A
C

B

B
D

A
IA

A = B
D

A

where the above identities must hold for any event A
C

B and B
D

A ,
respectively. The sub-index A will be dropped from IA where there is no ambiguity.

Operationally equivalent systems. We say that two systems A and A0 are oper-

ationally equivalent—denoted as A0 ' A—if there exist two deterministic events
A

I
A0 and A0

I
A such that

A
I

A0
I

A = A
I

A

A0
I

A
I

A0 = A0
I

A0

Accordingly, if {C }i2X is any test for system A, performing an equivalent test on

system A0 means performing the test {C 0
x
}x2X defined as

A0 C
0
x

A0 = A0
I

A
Cx

A
I

A0

Composite systems and parallel composition of tests. Given two systems A and B,
one can join them into the single composite system AB. The systems AB is always

Identity test

Systems: Each system A is associated to a complex Hilbert space HA.
The composition of systems A and B is represented by HAB = HA ⌦HB.

Transformations: A transformation T 2 Transf(A ! B) is described by a CP trace-non-increasing
map from T(HA) to T(HB), being deterministic when the map is trace-preserving.

Corollaries

1. One has HI = C for the trivial system I.
2. The set of states of system A is St(A) := Transf(I ! A). It follows that the states of

A are represented by positive maps1 from [0,1] to T+
1(HA), the deterministic states

corresponding to unit trace. In particular St(I) ⌘ T+
1(C) ⌘ [0,1] are probability

values.
3. The set of effects of system A is Eff(A) = Transf(A ! I). It follows that the

effects of A are positive maps from T+
1(HA) to [0,1], hence they are functionals

of the form ei(·) = TrA[·E] where TrA denotes the partial trace over HA and
Bnd+(HA) 3 E  IA. TrA is the only deterministic effect of A.

Notation

Bnd(H ) (Bnd+(H )): bounded (positive) operators on H ,
T (H ) (T+(H )): trace-class (positive) operators over H ,

T+
1(H ): positive sub-unit-trace operators over H

Transf(A ! B): set oftransformations from system A to system B
St(A): set of states of system A.

Eff(A): set of effects of system A.
(all maps are linear).

A
IA

A
C

B = A
C

B = A
C

B (1)

A
D

B
IB

B = A
D

B = A
D

B (2)

A
Ci

B (3)

A
{Ei}i2X

B A
Ci

B

Ci
A ! B

M j
C ! D

=

C

U

A
Ci

B

V

D

E1 E2
Pj

1 For trivial input or output system the CP map is simply a positive map.

OPT framework
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equivalent to the system BA and we will identify them in the following, meaning that
system composition is commutative, namely

AB = B (4.1)

We will call a system trivial system, reserving for him the letter I, if it corresponds
to the identity in the system composition, namely

AI = IA = A (4.2)

The trivial system corresponds to having no system, namely it carries no information.
Finally we require that the composition of systems is associative, namely

A(BC) = (AB)C (4.3)

namely, if we iterate composition on many systems we always end up with a com-
posite system that only depends on the components, and not on the particular compo-
sition sequence according to which they have been composed. Systems then make a
monoid. A test with input system AB and output system CD represents an interaction

process (see the parallel composition of tests in following).

Parallel composition of tests. Any two tests A
{Cx}x2X

B C {D j} j2Y
D

can be composed in parallel as follows

A
{Ax}x2X

B

C {By}y2Y
D

=: AC {Ax ⌦By}(x,y)2X⇥Y
BD

The test AC {F(x,y)}(x,y)2X⇥Y
BD is the parallel composition of tests A

{Cx}x2X
B

and C {Dy}y2Y
D . Parallel and sequential composition of tests commute, namely

one has
A Cz

B
Ax

C

D By
E

Dw
F

=

A Cz
B

Ax
C

D By
E

Dw
F

.

When one of the two operations is the identity, we will omit the identity box and
draw only a straight line

A
Cx

B

C
.

Therefore, as a consequence of commutation between sequential and parallel com-
position, we have the following identity

A
Cx

B

C Dy
D

=

A
Cx

B

C Dy
D
. (4.4)

(monoidal) 

Quantum Theory: symmetric OPT

OPT framework

(symmetric) 

(strict monoidal) 

swap

OPT: strict monoidal braided category

(braided) 

natureness
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Circuits for my talks
G. M. D’Ariano

QUIT Group, Dipartimento di Fisica “A. Volta”, via Bassi 6, 27100 Pavia, Italy

Pentagon rule

(A(B(CD)) (AB)(CD) ((AB)C)D

A((BC)D) (A(BC))

1a

a a

a1

a

Triangle rule

A(IB) (AI)B

AB

a

1l
r1

Exagon rule

(AB)C C(AB)

A(BC) (CA)B

A(CB) (AC)B

g

a�1 r1

1g g1

a

A(BC) (BC)A

(AB)C B(CA)

(BA)C B(AC)

g

a�1 a�1

g1 1g

a�1

Symmetrical monoidal category

AB BA

AB

gAB

gBA



Second naturalness condition: sequential and parallel compositions commute
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one has

A
C

B
A

C

D
B

E
D

F

=

A
C

B
A

C

D
B

E
D

F

u↵a

(A ⌦D) � (C ⌦B) = (A � C ) ⌦ (D �B)

When one of the two operations is the identity, we will omit the identity box and
draw only a straight line

A
C

B

C
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The test AC {F(x,y)}(x,y)∈X×Y
BD is the parallel composition of tests A {Cx}x∈X B

and C {Dy}y∈Y D . Parallel and sequential composition of tests commute, namely
one has

A Cz
B Ax

C

D By
E Dw

F

❴ ❴ ❴✤
✤
✤
✤
✤
✤
✤

✤
✤
✤
✤
✤
✤
✤

❴ ❴ ❴

❴ ❴ ❴✤
✤
✤
✤
✤
✤
✤

✤
✤
✤
✤
✤
✤
✤

❴ ❴ ❴

=

A Cz
B Ax

C

D By
E Dw

F

❴ ❴ ❴ ❴ ❴ ❴✤

✤

✤

✤
❴ ❴ ❴ ❴ ❴ ❴

❴ ❴ ❴ ❴ ❴ ❴✤

✤

✤

✤
❴ ❴ ❴ ❴ ❴ ❴

.
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draw only a straight line

A Cx
B

C
.

Therefore, as a consequence of commutation between sequential and parallel com-
position, we have the following identity

A Cx
B

C Dy
D

=

A Cx
B

C Dy
D
. (4.4)

wire-stretching

(foliations)

OPT framework
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Quantum Theory is an OPT

Quantum Theory: the “grammar” of Physics



Quantum Theory as OPT

system A HA (1)

system composition AB HAB = HA ⌦HB

transformation T 2 Transf(A ! B) T 2 CP(T(HA)! T(HB)) (2)

Theorems

trivial system system I HI = C
deterministic transformation T 2 Transf1(A ! B) T 2 CP=(T(HA)! T(HB)) (2)

states r 2 St(A)⌘ Transf(I ! A) r 2 T
+
1
(HA) (3)

r 2 St1(A)⌘ Transf1(I ! A) r 2 T
+
=1
(HA) (3)

r 2 St(I)⌘ Transf(I ! I) r 2 [0,1]

r 2 St1(I)⌘ Transf(I ! I) r = 1

effects e 2 Eff(A)⌘ Transf(A ! I) e(·) = TrA[·E], 0  E  IA (4)

e 2 Eff1(A)⌘ Transf1(A ! I) e = TrA (4)

Notation

(1) H Hilbert space over C
(2) Transf(A ! B) set of transformations from system A to system B

T(H ) trace-class operators over H

CP trace-non increasing completely positive map

CP= trace-preserving completely positive map

(3) St(A) set of states of system A

St1(A) set of deterministic states of system A

T
+(H ) trace-class positive operators over H

Bnd
+(H ) bounden positive operators over H

T
+
1
(H ) positive sub-unit-trace operators over H

T
+
=1
(H ) positive unit-trace operators over H

(4) Eff(A) set of effects of system A

Corollaries

composition of transformations: parallel T1 ⌦T2, sequential T2T1

T(C) = C, T
+(C) = R+

, T
+
1
(C) = [0,1], T

+
=1
(C) = {1}

CP(T(H )! T(C)) = P(T(H )! T(C)) (Choi-Jamiolkowski)

CP(T(C)! T(H )) = P(T(C)! T(H )) (Choi-Jamiolkowski)

CP(T(C)! T(H ))⌘ T
+
1
(H ), CP(T(H )! T(C))⌘ {e(·) = Tr[·E], E 2 Bnd

+(H )}

G. M. D’Ariano, Dec. 22th 2018
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Other OPTs
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Appendix B: Comparing OPTs

QT: Quantum theory

CT: Classical theory

FQT: Fermionic quantum theory

RQT: Real quantum theory

NSQT: Number superselected quantum theory

PR: PR-boxes theory

DPR: Dual PR-boxes theory

HPR: Hybrid PR-boxes theory

FOCT: First order classical theory

FOQT: First order quantum theory

NLCT: Non-local classical theory

NLQT: Non-local quantum theory

Caus. Perf. disc. Loc. discr. n-loc. discr. At. par. comp. At. seq. comp. Compr. 9 Purification 9! Purification NIWD

QT 3 3 3 3 3 3 3 3 3 3

CT 3 3 3 3 3 3 3 7 7 7

QBIT 3 3 3 3 3 3 7 3 3 3

FQT 3 3 7 3 3 3 7 3 3 3

RQT 3 3 7 3 3 3 3 3 3 3

NSQT ? ? 7 7 ? ? ? ? ? ?

PR 3 ? 3 3 3 ? 7 7 7 3

DPR 3 ? 3 3 3 ? 7 7 7 3

HPR 3 ? 3 3 3 3 3 3 3 3

FOCT 7 ? 3 3 3 ? ? 7 7 ?

FOQT 7 ? ? 3 ? ? ? ? ? ?

NLCT 3 3 7 3 7 ? 3 7 7 7

NLQT ? ? ? 3 ? ? ? ? ? ?

Table I. Comparison of known OPTs

Definition 19. A theory is no-cloning if for some state ⇢ there is no transformation C such that

C =  ⌦  , 8 2 D⇢. (B1)

Proposition 9. A theory is no-information-without-disturbance upon input of D⇢ i↵ it is no-cloning for ⇢.
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QUANTUM FIELD THEORY: an ultra-short account

“HOW TO GET THE “MECHANICS?” 



Info-theoretical principles for Quantum Field Theory
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Info-theoretical principles for Quantum Field Theory



Scientific 
method

Awareness as 
fundamental

HypothesisSelf evident TheoreticalHeuristics, Philosophy Experimental

Awareness as a kind 
of information

Awareness: 
“the feeling of the 

information processing”
Panpsichism

The system 
must be 
coherent

Personal 
identity

Information 
theory: OPT

Awareness is 
(post)-quantum

Awareness is
quantum

Communication and 
exteriority are classical

Incomunicability

Creativity

device independent 
black-box approach

Awareness is non 
classical information

Physics as 
information

Awareness
private information

von Neumann 
Davies

Cognitive 
science toolbox

No information 
without disturbance



Take home for cognitive scientists

1. Find two incompatible observation-tests for system 
A and for system B 

2. Use them as a separating set of observations to 
calibrate states for systems A and B by tomography 

3. Perform tomography of transformations from A to B 
and from B to A

Build a sufficient toolbox by doing the 
following calibration procedure (d=2):

Holevo bound

{ri}i2X
A

{a j} j2Y

I(X : Y)= I({ri}i2X : {a j} j2Y) c({ri}i2X) S(rX)H(pX) logdimHA = log2(#qubits)

I(X : Y ) := H(pXY||pXpY) = Â
i2X, j2Y

pi j log
pi j

pi p j

. (5)

pX := {pi}i2X,

rX =: Â
i2X

ri,

c({ri}i2X) := S(rX)� Â
i2X

(Trri)S

✓
ri

Trri

◆

S(r) :=�Tr(r logr), S(rks) := Tr[r(logr � logs)]

{ri}i2X
A

Tl

B
{a j} j2Y

——————

kx  k⇤ ) a⇤ =
2p
k⇤

, w  w⇤ ) t⇤ =
2p
w⇤

, m  m⇤

m⇤ = lim
k!0

1p
3p

h̄k

c(k)� c(0)

c := c(0) =
a⇤
t⇤
, h̄ = m⇤a⇤c

a⇤ = 1.62⇤10�35
m, t⇤ = 5.39⇤10�44

s, m⇤ = 2.18⇤10�8
kg



Black-box proofs of 
quantumness via 
CHSH violation
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Take home for cognitive scientists

1.Provide incompatible observation-tests—two for system 
A and two for system B—that can be performed locally 
(e.g. within 1cm) 

2.Prove quantumness of consciousness through 
nonlocality, e.g. violation of CHSH bound upon 
performing two pairs of incompatible observation-tests 
locally in two different places (causal disconnection 
Dt=10-9 s for Dx=3 cm)

Black-box proof of nonlocality

Holevo bound

{ri}i2X
A

{a j} j2Y

I(X : Y)= I({ri}i2X : {a j} j2Y) c({ri}i2X) S(rX)H(pX) logdimHA = log2(#qubits)

I(X : Y ) := H(pXY||pXpY) = Â
i2X, j2Y

pi j log
pi j

pi p j

. (5)

pX := {pi}i2X,

rX =: Â
i2X

ri,

c({ri}i2X) := S(rX)� Â
i2X

(Trri)S

✓
ri

Trri

◆

S(r) :=�Tr(r logr), S(rks) := Tr[r(logr � logs)]

{ri}i2X
A

Tl

B
{a j} j2Y

Y

A
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B
{b j}i2Y

(6)

——————

kx  k⇤ ) a⇤ =
2p
k⇤

, w  w⇤ ) t⇤ =
2p
w⇤

, m  m⇤

m⇤ = lim
k!0

1p
3p

h̄k

c(k)� c(0)

c := c(0) =
a⇤
t⇤
, h̄ = m⇤a⇤c

a⇤ = 1.62⇤10�35
m, t⇤ = 5.39⇤10�44

s, m⇤ = 2.18⇤10�8
kg



Thank you for your attention

This is more or less what I wanted to say
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Follow project on Researchgate: The algorithmic paradigm: 
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